
DRAFT

Verbal interference suppresses object-scene
binding in visual long-term memory

Zhisen J. Urgolites1�, Timothy F. Brady1, and Justin N. Wood2

1Department of Psychology, University of California, San Diego, 9500 Gilman Drive, La Jolla, CA 92093
2Department of Informatics; Department of Cognitive Science; Center for the Integrative Study of Animal Behavior School: School of Informatics, Computing, & Engineering,

Indiana University, 700 N Woodlawn Ave, Bloomington, IN 47408

Building a unified representation of an event requires bind-
ing object and scene information in visual long-term memory
(VLTM). While previous studies have examined how humans re-
member individual objects and scenes, little is known about the
mechanisms that support object-scene binding. In this study,
we examined whether language plays a role in binding objects
and scenes in VLTM. Participants studied a large number of
object-scene pairs, either while performing no concurrent task,
a concurrent verbal shadowing task, or a concurrent rhythmic
shadowing task. Participants were then tested on their mem-
ory for the individual objects and scenes (entity memory) or
their memory for which objects were displayed in which scenes
(object-scene binding). We found that (1) the rhythmic load and
verbal load impaired memory for objects and scenes to a similar
extent, but (2) the verbal load impaired object-scene binding sig-
nificantly more than the rhythmic load. Thus, suppressing ver-
bal resources during encoding selectively disrupts object-scene
binding in long-term memory. We conclude that language net-
works play an important role in object-scene binding in VLTM.
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Introduction

To build a unified representation of an event, we must bind
object and scene information in visual long-term memory
(VLTM). For example, remembering the location of your
keys requires binding an object representation of ‘your keys’
with a scene representation of the place where you last left
your keys, and then storing that bound object-scene set in
VLTM. Similarly, to provide accurate eyewitness testimony,
an observer must encode visual information about the perpe-
trator with information about the scene in which the crime
took place. The present study examined the cognitive mech-
anisms that support object-scene binding in VLTM.

Existing work has found that people are capable of bind-
ing visual entities in VLTM. We can remember the identi-
ties and locations of objects within scenes (Hollingworth,
2005, 2006, 2010; Hollingworth & Henderson, 2002), and re-
member which agents performed which actions (Earles et al.,
2008; Kersten & Earles, 2010). However, we are not perfect
at binding visual entities into unified memories. For instance,
participants often falsely believe they have seen an object
from a particular viewpoint if both the scene viewpoint and
object are independently familiar, even if they had never been

seen them together (Varakin & Loschky, 2009). Similarly,
unconscious transference errors — in which an eyewitness
mistakenly identifies someone seen in a non-criminal context
as a perpetrator in a criminal context — occur frequently in
eyewitness testimony (Loftus, 1976; Perfect & Harris, 2003;
Ross et al., 1994). These errors can be easily triggered:
When witnesses are exposed to mug shots of a suspect, then
they are more likely to subsequently identify that suspect as
a perpetrator (Brown, Deffenbacher, & Sturgill, 1977; Def-
fenbacher, Bornstein, & Penrod, 2006; Deffenbacher, Carr,
& Leu, 1981; Perfect & Harris, 2003). According to the
dual-process theory (Atkinson & Juola, 1973, 1974; Mandler,
1980; Jacoby, 1991), these errors are typical cases of success-
ful familiarity-based item memory with failed recollection-
based contextual memory. On the one hand, people easily
remember the individual entities that they have seen, consis-
tent with findings that VLTM stores accurate representations
of objects, actions, and scenes (Brady et al., 2008; Urgolites
& Wood, 2013a; Konkle et al., 2010; Varakin & Loschky,
2009). On the other hand, people have difficulty remem-
bering the associations between these entities in VLTM (i.e.,
which entities were seen together in an event).

The difficulty in binding objects and scenes in long-term
memory might occur because object information and spa-
tial/scene information are supported by separate processing
systems (Tresch et al., 1993) and separate neural substrates
(Epstein, 2008; Kanwisher, 2010; Kravitz, Saleem, Baker,
& Mishkin, 2011; Moscovitch et al., 1995). A critical ques-
tion is: how are the distributed representations for objects and
scenes bound in memory? It has been proposed that the hip-
pocampus is the critical neural substrate in the early stage of
memory encoding and consolidation for forming associative
long-term memories (Eichenbaum, 2004; Frankland & Bon-
tempi, 2005). In the case of object-scene binding, the hip-
pocampus receives input about object information from the
nearby perirhinal cortex and input about scene information
from the parahippocampal cortex (Davachi, 2006). The hip-
pocampus encodes and holds information about the object-
scene associations first, and then over time, through inter-
action with the neocortex, the associative memory is stored
in neocortical regions including medial prefrontal cortex and
angular gyrus (Takashima et al., 2009; Bonnici et al., 2016).
Synchronized firing of neurons at different regions of the
brain might also support binding of information stored in dis-
tributed regions (Engel et al., 1997). The distributed neural
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representations of object vs. scene information, as well as the
difficulty in binding across such distinct brain regions, is an
important reason to believe that object-scene binding might
be particularly challenging for our memory system. So far,
there has been little research on the cognitive processes and
mechanisms that underlie binding of different visual entities
into event memory. In this study, we focused on examining
the role of language in binding objects and scenes in long-
term memory.

Earlier studies have demonstrated that language plays an
important role in many of our seemingly non-verbal cognitive
processes. These processes include visual search (Spivey et
al., 2001), spatial cognition (Hermer-Vazquez et al., 1999;
Pyers et al., 2010), nonverbal false belief reasoning (Newton
& de Villiers, 2007), categorical perception (Winawer et al.,
2007), numerical representations (Frank et al., 2012), and la-
beling for familiar objects in memory (Lupyan, 2008). The
general findings are that availability of language supports ef-
ficient processing, whereas either lack of language for coding
the information or the temporary inaccessibility of language
undermines the cognitive processes (Frank et al., 2012), par-
ticularly the ones that require connecting multiple distributed
representations. For example, in one study (Dassalegn &
Landau, 2008), four-year olds saw a split square with red on
the left and green on the right, and later were asked to find the
target in an array that included the target, its reflection (red
on the right and green on the left), and a square with a differ-
ent geometric split. Children were more likely to make errors
with the reflections, indicating binding errors between color
and location. The four-year olds performed significantly bet-
ter when the targets were accompanied by sentences speci-
fying the relationship between color and location (e.g., “the
red is on the left”) but not when the sentences specified a non-
directional relationship (e.g., “the red is touching the green”).
For adults, verbal shadowing drove their performance down
to the level of the 4-year-olds on the same task (again, due
predominantly to reflection errors). Thus, language appears
to be important for binding features to locations.

We addressed the question of whether language is impor-
tant for object-scene binding by using a dual-task paradigm.
Specifically, participants viewed a large number of object-
scene pairs in the study session. While studying the pairs,
they performed either (1) no concurrent task, (2) a concurrent
verbal shadowing task, or (3) a concurrent rhythmic shad-
owing task. Afterwards, they were tested on their memory
for the individual entities (entity memory: what objects and
what scenes had been studied) or for the binding between
the entities (binding memory: which objects were displayed
in which scenes). Note that a verbal shadowing task occu-
pies language resources as well as attentional resources. To
separate the effect of language from the effect of attention,
we included the rhythmic shadowing condition which loaded
attention without loading language resources. Similar to ear-
lier studies (Newton & de Villiers, 2007; Hermer-Vazquez
et al. 1999; Dungan & Saxe, 2012), we made sure that the
rhythmic shadowing task and the verbal shadowing task were
matched in difficulty (see results). By contrasting memory

performance between the verbal shadowing condition and the
rhythmic shadowing condition, we could investigate the role
of language in object-scene binding memory without the con-
founding effect of attention distraction.

Methods
Participants. We tested 120 participants with normal or
corrected-to-normal vision (females = 99, males = 21; mean
age = 20 years, SD = 1.38). The data from two additional par-
ticipants were excluded from the final analyses because they
failed to maintain continuous verbal shadowing. Forty par-
ticipants were randomly assigned to each of three encoding
conditions (i.e., the baseline condition, the rhythmic shadow-
ing condition, and the verbal shadowing condition). Within
each encoding condition, eight participants were randomly
assigned to each of the five testing conditions (described be-
low). Thus, all conditions (3 encoding conditions crossed
with 5 testing conditions) were conducted across participants.
Informed consent was obtained.

Stimuli. The stimuli consisted of images of 80 objects and
80 scenes. The objects were selected from The Object
Databank, which consists of realistic 3-D objects (website:
http://wiki.cnbc.cmu.edu/Objects). The scenes were selected
from a previous study that tested VLTM for scenes (Konkle et
al., 2010). Each object-scene set displayed one object in the
center of one scene (see Figure 1). The object and scene pre-
sented in each set were randomly selected. The scenes sub-
tended 17.5° x 14.6° of viewing angle in the center of a 17”
computer screen. To ensure that the objects were perceived
as individual objects rather than features of the scenes, the
objects rotated within the scenes. Specifically, the objects ro-
tated continuously, completing a full 360° rotation during the
1,000-ms presentation of each object-scene set. The scene
stimuli set included images of oceans, forests, cities, moun-
tains, and open countries.

Procedure. The experiment contained three encoding con-
ditions: the baseline condition, the rhythmic shadowing con-
dition, and the verbal shadowing condition. In the baseline
condition, participants studied the object-scene sets without
performing a concurrent task. In the rhythmic and verbal
shadowing conditions, participants performed a concurrent
rhythmic or verbal shadowing task (described below) while
studying object-scene sets. For each encoding condition, a
test phase followed the study phase. A test phase had either
an entity memory test in which memory for studied items
were tested (in 3 testing conditions) or a binding memory test
in which memory about which object was displayed in which
scene was tested (in 2 testing conditions).

In the study phase, participants viewed 40 randomly
selected object-scene sets. Each trial began with a black
screen (1,000-ms), followed by an object-scene set (1,000-
ms), which was in turn followed by a black screen (1,000-
ms). During the presentation of the object-scene set, the ob-
ject rotated 360°. To maintain their attention, participants
performed a repeat-detection task during the study phase.
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Fig. 1. Schematic of the experimental design. In the study phase, participants studied 40 object-scene sets and concurrently performed no other task, a rhythmic shadowing
task, or a verbal shadowing task. Participants from each study condition were then tested for either binding or entity memory. In the binding memory test, participants needed
to remember which objects were displayed in which scenes. In the entity memory test, participants needed to remember the individual objects and individual scenes, but did
not need to remember which objects where displayed in which scenes. The images show the scenes with the starting position of the objects before rotation. “O1S1” indicates
that the set contained Object 1 in Scene 1, both items having been studied together in the study phase; “O2S2” indicates that the set contained Object 2 in Scene 2, both
items also having been studied together in the study phase, and so forth. Likewise, “O1Sn” indicates that the set contained Object 1 from the study phase which was now
displayed in a novel scene, whereas “OnS1” indicates that the set contained a novel object displayed in Scene 1 from the study phase.

Ten object-scene sets were presented on two separate trials
in the study phase, such that 0-4 trials intervened between
the first presentation of the set and the repeat presentation
of the set. After each set was presented, the phrase “Old or
New” appeared on the screen, prompting participants to in-
dicate whether the object-scene set was a repeat presentation
of a set or a new set. Participants responded without time
pressure.

In the baseline condition, participants performed no con-
current shadowing task. In the verbal and rhythmic shadow-
ing conditions, participants performed the concurrent shad-
owing task for the entirety of the study phase. We used the
rhythmic and verbal shadowing tasks described by Newton
and de Villiers (2007) and Hermer-Vazquez et al. (1999). The
rhythmic shadowing task required the participant to repeat
short rhythmic patterns. Participants listened to a 4/4 mea-
sure of beats, and then tapped the rhythm during a 4/4 mea-
sure of silence. Afterward, a new rhythmic measure played

and participants listened before they tapped during the next
silent measure. The rhythmic measures averaged 5-6 notes
per measure. Participants tapped on the desk surface with
their left hand. Participants were trained in advance to en-
sure that they could tap the varying rhythms correctly. The
verbal shadowing task entailed constant verbal shadowing of
English sentences. Participants were trained until they were
sufficiently fluent to shadow continuously for 1 minute with-
out pausing for 1s (Hermer-Vazquez et al., 1999). The test
phase began approximately one minute after the study phase.
Each participant received 40 test trials. On each trial, one old
(previously seen) object-scene set and one new object-scene
set were presented on the screen sequentially. Specifically,
participants were shown a black screen (1,000 ms), followed
by an object-scene set on the left side of the screen (1,000
ms), which was then replaced by another object-scene set on
the right side of the screen. The old set was presented an
equal number of times on the left and right sides of the screen.
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After viewing the second set, participants indicated which set
(left or right) was the old set, by pressing one of two keys on
the keyboard, with no time pressure. Either binding memory
or entity memory was tested in the test phase.

Binding Memory Test. The participants tested in the binding
memory task were told at the beginning of study phase that
they would see a large number of object-scene sets and then
be tested on their ability to remember which objects occurred
within which scenes. In the binding memory test, the old
object-scene set contained an object and a scene that were
previously presented together in the study phase (i.e., old
combination). The new object-scene set consisted of a new
combination of an object and a scene that were previously
presented in different object-scene sets in the study phase
(i.e. recombination). Thus, to succeed, participants needed
to remember which objects occurred within which scenes and
then select the sets that were the old combinations of previ-
ously seen objects and scenes.

To ensure that the results would generalize across differ-
ent arrangements of the test stimuli, we probed binding mem-
ory in three testing contexts (see Figure 1). In the ‘different-
object’ context, the two object-scene sets that were displayed
on the same trial had the same scene and different objects.
In the ‘different-scene’ context, the two object-scene sets
had the same object and different scenes. And in the ‘all-
different’ context, the two object-scene sets had different ob-
jects and different scenes.

Entity Memory Test. The participants tested in the entity
memory task were told at the beginning of the study phase
that they would see a large number of object-scene sets and
then be tested on their ability to remember the objects and
scenes that were presented in the study phase. In the entity
memory test, the old object-scene set contained an object and
a scene that were previously presented together in the study
phase (i.e., old combination), similar to the binding memory
test. However, the new object-scene set contained one new
item, either a new object in a previously studied scene (half
of the trials) or a previously studied object in a new scene
(half of the trials). The two types of trials were randomly
intermixed with each other. Critically, because each new set
could contain either a new object or a new scene, participants
needed to try to remember both the objects and the scenes
presented in the study phase to succeed in the test. They did
not need to remember which objects were displayed in which
scenes. We also probed entity memory in multiple ways to
ensure that the results would generalize across different ar-
rangements of test stimuli. Our design included two test-
ing contexts (see Figure 1). In the ‘different-object-or-scene’
context, the old object-scene set and the new object-scene
set had the same old scene on one-half of the trials and the
same old object on the other one-half of the trials. In the ‘all-
different’ context, both object-scene sets had different objects
and different scenes.

Verbal instructions were provided before the experiment.
Written instructions were also provided on the screen before
each phase of the experiment.

Results
Performance was good on the repeat detection task in the
study phase across all encoding and testing conditions (all
means > 89%, all SEM < 2%). As expected, participants
were more accurate in detecting repeated trials when they
did not perform a concurrent task than when they performed
a concurrent shadowing task (M = 97%, SEM = 1.5% for
the baseline condition, M = 93%, SEM = 1.5% for rhythmic
shadowing condition, and M = 91%, SEM = 1.4% for the ver-
bal shadowing condition; F(2,117) = 9.05, p < .001, η2= .13).
Crucially, participants’ accuracies in detecting repeated trials
were similar whether they performed a concurrent rhythmic
or verbal shadowing task during the study phase (t(98) = 0.12,
p = 0.60), providing one piece of evidence that the two shad-
owing tasks distracted attention to the same level (see below
for additional evidence from entity memory performance).

Performance in the test phase was similar for the object-
scene sets that had, or had not, been repeated as part of the
repeat detection task for all testing conditions (e.g., ps > .17),
with the exception of the ‘all-different’ testing condition for
the binding memory test in the rhythmic shadowing condi-
tion (repeated object-scene sets were remembered better than
non-repeated object-scene sets, p = .02). Thus, for this one
testing condition, only the data from the non-repeated object-
scene sets (30 out of 40 object-scene sets) were used in fur-
ther analyses. For all other testing conditions, we used the
data from both the repeated and non-repeated object-scenes
sets.

For all three encoding conditions (i.e., baseline, rhyth-
mic, or verbal shadowing condition), performance in the test
phase did not differ across the three testing contexts for bind-
ing memory (ps > .50) or the two testing contexts for en-
tity memory (ps > .50). The multiple testing contexts were
designed only to ensure we tested binding and entity mem-
ory with a broad range of possible probes. We thus pooled
the data for the binding test contexts and entity test contexts
for the remaining analyses. (Note that for the ‘all-different’
context for binding memory test in the rhythmic shadowing
condition, performance did not differ from performance in
the other testing contexts whether or not the score for the re-
peated object-scene sets were included in the analyses, ps >
.19)

Analysis of Performance Within Conditions. The accu-
racy rates from the test phase are depicted in Figure 2. Ac-
curacy rates in all conditions for entity and binding memory
were higher than chance level (50%) (ps < .01).

In the baseline condition, participants correctly recog-
nized the old object-scene set on 91% (SEM = 2%) of the en-
tity memory trials (objects: 95%, SEM = 2%; scenes: 86%,
SEM = 3%) and 78% (SEM = 2%) of the binding memory
trials. The accuracy rates from the binding memory test were
significantly lower than average entity memory (t(48) = 3.88,
p < .001), object memory alone (t(48) = 5.34, p < .001), and
scene memory alone (t(48) = 2.24, p = .03) from the entity
memory tests.

In the rhythmic shadowing condition, participants cor-
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Fig. 2. Accuracy rates in recognizing previously observed object-scene sets in the entity memory test and in the binding memory test across the baseline, rhythmic shadowing,
and verbal shadowing conditions. Accuracy rates from the entity memory test are depicted separately as object memory alone (white bars) and scene memory alone (grey
bars) (see text for the overall entity memory performance for objects and scenes). Accuracy rates from the binding memory test are depicted by the black bars. Red boxes
enclose the two variables (i.e., scene memory and binding memory) that were compared when contrasting entity memory vs. binding memory performance (see text for more
explanation). Error bars denote standard errors.

rectly recognized the old object-scene set on 80% (SEM =
2%) of the entity memory trials (objects: 88%, SEM = 3%;
scenes: 72%, SEM = 2%) and on 69% (SEM = 3%) of the
binding memory trials. The accuracy rate for binding mem-
ory was significantly lower than the accuracy rates for object
memory (t(48) = 4.82, p < .001), but not lower than the accu-
racy rates for scene memory (t(48) = .57, p = .57) or average
object-scene memory (t(48) = 2.87, p = .24) from the entity
memory test.

In the verbal shadowing condition, participants correctly
recognized the old object-scene set on 83% (SEM = 1%) of
the entity memory trials (objects: 95% SEM = 1%; scenes:
71%, SEM = 2%) and on 56% (SEM = 3%) of the binding
memory trials. The accuracy rate from the binding memory
test was significantly lower than the accuracy rates of the av-
erage object-scene memory (t(48) = 7.72, p < .001), object
memory alone (t(48) = 11.36, p < .001), or scene memory
alone (t(48) = 3.98, p < .001) in the entity memory condition.

Note that for entity memory in each condition, the accu-
racy rates for object memory were significantly higher than
the accuracy rates for scene memory (ps < .001), potentially
because (1) the objects were more readily namable than the
scenes, and/or (2) the objects moved. Since an accurate mem-
ory of a bound object-scene set requires remembering both
the object and the scene, binding accuracy should be limited
by entity memory for the more difficult entity type (Urgo-
lites & Wood, 2013b). To provide a fair comparison between
entity and binding memory performance, we thus used the
lower of the two accuracy rates in the entity memory test (i.e.,

the accuracy rates for remembering scenes) to represent en-
tity memory and compared those values to binding memory
performance (see red boxes in Figure 2) in the analysis of
performance across conditions (Model 1).

Analysis of Performance Across Conditions.

Model 1. In this first model of across-condition analysis, we
carried out a 2 × 3 ANOVA with the factors of Memory Test
(binding memory vs. scene-entity memory) and Encoding
Condition (baseline vs. rhythmic shadowing vs. verbal shad-
owing). The analysis revealed a significant main effect of
Memory Test (F(1,114) = 15.55, p < .001, η2 = .12), a signif-
icant main effect of Encoding Condition (F(2,114) = 26.85,
p < .001, η2 = .32), and a significant interaction between the
two factors (F(2,114) = 3.10, p = .049, η2 = .05). Post hoc
analyses showed that rhythmic shadowing and verbal shad-
owing reduced the accuracy rate of entity memory to a similar
level (p = .94), providing further support that these two shad-
owing tasks imposed similar levels of impact on entity mem-
ory. In contrast, verbal shadowing reduced the accuracy of
binding memory to a significantly lower level than rhythmic
shadowing did (p < .001), suggesting that verbal shadowing
has a selective effect on binding memory that rhythmic shad-
owing does not have. A 2 × 2 ANOVA examining entity and
binding memory for only the rhythmic and verbal shadow-
ing conditions also found the significant interaction between
Memory Test (entity memory vs. binding memory) and Con-
dition (rhythmic shadowing vs. verbal shadowing) (F(1,76) =
4.91, p = .03, η2 = .06, Figure 3), confirming the finding that
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Fig. 3. Interaction between Memory Test (entity memory vs. binding memory) and
Encoding Condition (rhythmic shadowing vs. verbal shadowing). Error bars denote
standard errors.

reducing verbal resources selectively impairs binding mem-
ory.

Model 2. In the first model of across-condition analysis, the
accuracy rate of scene memory was compared with that of
binding memory, because scene memory is the lower of the
two separate entity memories (lower than object memory).
The reasoning is that if objects and scenes are perfectly corre-
lated (such that if the scene is remembered, the object is also
remembered), scenes should be the limiting factor for binding
memory, and, if binding is perfect, binding memory perfor-
mance should be equal to scene memory. An alternative way
to estimate the overall entity memory level is to calculate the
product of the percent of objects remembered and the percent
of scenes remembered, which assumes the particular scenes
and objects that are remembered are independent. In this
sense, if a participant remembered 75% of previously stud-
ied objects and 90% of previously studied scenes, then the
probability that this participant remembered both objects and
scenes would be 68% (75% × 90% = 68%). Because chance
guessing in a two-alternative forced-choice test can lead to a
50% accuracy rate, to correct for chance guessing, we follow
the equation of (accuracy rate – chance)/(1 - chance) to ar-
rive at the probability of remembering from percent correct
(Standing et al., 1970; Brady et al., 2008). For each partic-
ipant, we calculated the probability of remembering objects,
the probability of remembering scenes, and the probability
of remembering bound object-scene sets based on the partic-
ipant’s accuracy rates in the three categories. We then calcu-
lated the estimated probability of remembering both a given
object and scene (i.e., estimated overall entity memory) by
computing the product of the probability of remembering ob-
jects and the probability of remembering scenes, as described
above. The results are shown in Figure 4. Thus, in the second
model of across-condition analysis, we compared the esti-
mated overall probability of remembering objects and scenes
with the probability of remembering bound object-scene sets.

In the baseline condition, the estimated entity memory
was 66U+0025 (SEM = 6%). This performance rate was

Fig. 4. Estimated probability in remembering both objects and scenes in the entity
memory test (estimated entity memory) and the probability of remembering bound
object-scene sets for the baseline, rhythmic shadowing, and verbal shadowing con-
ditions. Error bars denote standard errors.

similar to performance from the binding memory condition
(mean = 57%, SEM = 5%; t(48) = 1.3, p = .22), indicating
that, when there was no concurrent task during encoding, the
probability that both objects and scenes were remembered
closely predicted the probability in remembering which ob-
jects were displayed in which scenes. In the rhythmic shad-
owing condition, the estimated entity memory (mean = 33%,
SEM = 4%) also did not differ from the binding memory
in this condition (mean = 39%, SEM = 5%; t(48) = .78, p
= .44), indicating that, when participants performed a con-
current rhythmic shadowing task during encoding of object-
scene sets, the probability that both objects and scenes were
remembered also closely predicted the probability in remem-
bering which objects were displayed in which scenes. In
contrast, in the verbal shadowing condition, estimated entity
memory (mean = 38%, SEM = 5%) was significantly higher
than binding memory (mean = 13%, SEM = 5%; t(48) = 3.4,
p < .01), indicating that binding memory was significantly
impaired when participants performed a concurrent verbal
shadowing task during encoding of object-scene sets.

We also carried out a 2 × 3 ANOVA with factors of Mem-
ory Type (estimated entity memory vs. binding memory) and
Encoding Condition (baseline vs. rhythmic shadowing vs.
verbal shadowing). The analysis revealed a significant main
effect of Memory Type (F(1,114) = 5.1, p < .05, η2 = .04),
a significant main effect of Encoding Condition (F(2,114) =
25.4, p < .01, η2 = .31), and a significant interaction between
the two factors (F(2,114) = 4.4, p < .05, η2 = .07). Post hoc
analyses showed that rhythmic shadowing and verbal shad-
owing reduced the estimated entity memory to similar levels
(p = .46), suggesting that the two shadowing tasks had a sim-
ilar impact on entity memory. In contrast, verbal shadowing
reduced binding memory to a significantly lower level than
rhythmic shadowing (p < .001), indicating that there is se-
lective effect that verbal shadowing has on binding memory
which rhythmic shadowing does not have. A 2 × 2 ANOVA
for estimated entity memory and binding memory in only
the rhythmic and verbal shadowing conditions revealed a
significant interaction between Memory Type (estimated en-
tity memory vs. binding memory) and Encoding Condition
(rhythmic shadowing vs. verbal shadowing) (F(1,76) = 8.8,
p < .01, η2 = .10), confirming the selective effect of the ver-
bal shadowing task on binding memory. The other two 2 × 2
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ANOVAs that broke down the 2 × 3 ANOVA (i.e., comparing
estimated entity and binding memory between baseline and
rhythmic shadowing or between baseline and verbal shadow-
ing) did not yield any significant interactions.

In summary, the results from the two models indicate
that: (1) the rhythmic load and verbal load impaired memory
for objects and scenes to a similar extent, but (2) the verbal
load impaired object-scene binding significantly more than
the rhythmic load. Thus, suppressing verbal resources during
encoding selectively disrupts object-scene binding in long-
term memory.

Discussion
This study investigated the impact of verbal interference on
the binding of objects and scenes in visual long-term mem-
ory. Participants observed 40 object-scene pairs while con-
currently performing a rhythmic shadowing task, a verbal
shadowing task, or no shadowing task. We then tested mem-
ory for the objects and scenes (entity memory) and memory
for which objects were displayed in which scenes (binding
memory). We found that (1) the rhythmic and verbal shadow-
ing tasks impaired entity memory and repeat detection perfor-
mance to similar levels, but (2) the verbal shadowing task se-
lectively impaired binding memory. We conclude that verbal
interference during encoding suppresses binding of objects
and scenes in long-term memory.

Note that the rhythmic shadowing task and verbal shad-
owing task were matched in their impact on attention. Specif-
ically, across the two shadowing conditions, performance
was similar on both the repeat detection task and the entity
memory task. The crucial difference between the two tasks
is that verbal resources are required for one task, but not the
other. Thus, these data suggest that language networks are
important for binding objects and scenes in long-term mem-
ory.

An alternative explanation is that the binding memory
task was more difficult than the entity memory task, and ac-
cordingly, binding memory suffered more than entity mem-
ory when observers were distracted by a secondary task. If
this explanation were correct, then binding memory should
also have been lower than entity memory when the mem-
ory tasks were performed with the rhythmic shadowing task.
However, this was not the case. Binding memory and en-
tity memory were nearly identical in the rhythmic shadow-
ing condition (Figure 2, rhythmic shadowing panel), indicat-
ing that binding memory tasks are not always more difficult
than entity memory tasks in dual-task settings. The impair-
ment for binding memory occurred only when participants
performed a concurrent verbal shadowing task.

Why did the verbal shadowing task impair binding mem-
ory? One possibility is that verbal shadowing impaired par-
ticipants’ ability to label the entities (e.g., when seeing a ba-
nana in a forest, one could remember the words “banana”
and “forest”). While this type of verbal labeling process
could be helpful for remembering stimuli, our results indi-
cate that participants did not use this strategy. In particular,
in the entity memory task, performance for the objects and

scenes was similar in the verbal shadowing condition and the
rhythmic shadowing condition (Figure 2). Participants were
equally good at remembering objects and scenes irrespective
of whether they could recruit verbal labeling processes for
the task. A second possibility is that verbal shadowing im-
paired participants’ ability to label the relation between en-
tities (e.g., when seeing a banana in a forest, one could re-
member the sentence “banana in a forest”). This interpreta-
tion is consistent with our data, as well as with the previous
results from Dassalegn and Landau (2008), who showed re-
lated results in location-feature memory. Participants may
make use of such a strategy to label objects because while
visual memory for entities is extremely good (e.g., Brady et
al. 2008), source memory for where an object was in a scene
is quite challenging and may require a distinct recollection
signal (e.g., Mandler, 1980). Thus, participants may use la-
bels to help with this more difficult memory problem. Ad-
ditional research is needed, however, to determine whether
verbal shadowing disrupted verbal labeling processes ver-
sus disrupting more general areas of the language network.
For example, language production tasks like verbal shadow-
ing depend heavily on association areas of the brain (frontal
and parietal lobes), and these same brain areas might also
be needed to bind entities in long-term memory. If so, a
verbal shadowing task could disrupt binding memory with-
out necessarily implicating language-specific verbal labeling
processes.

From an applied perspective, our study provides insights
for the reliability of eyewitness testimony. In eyewitness tes-
timony, accurate associative memory is critical for identify-
ing the perpetrator of a crime without making mistakes, such
as mistaking a person seen in an innocent context for a per-
petrator of a crime. Because the availability of language is
crucial for binding objects and scenes in long-term memory,
a witness whose verbal resources are not available while ob-
serving a criminal scene (e.g., because they are engaged in
a conversation) may be less accurate in his/her associative
memory than a witness whose verbal resources are available.
Note that our data indicate that these two types of observers
could have similar levels of accuracy in remembering the in-
dividual elements of the event (i.e., remembering who was
seen, where it was, or what happened). Critically, however,
an observer with unavailable verbal resources might have
less reliable associative memories (i.e., remembering who did
what, or what happened where). It would be interesting for
future studies to examine whether the patterns obtained in
the present study obtain in more realistic, real-world contexts
that parallel eyewitness testimony.

In summary, our study reveals that when observers are
performing a verbal shadowing task, they have considerable
difficulty binding objects and scenes together in visual long-
term memory. These results add to the growing body of work
showing that language plays an important role in a range
of fundamental cognitive abilities, including visual search
(Spivey et al., 2001), spatial cognition (Hermer-Vazquez et
al., 1999; Pyers et al., 2010), nonverbal false belief rea-
soning (Newton & de Villiers, 2007), categorical perception
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(Winawer et al., 2007), numerical cognition (Frank et al.,
2012), and labeling of familiar objects in memory (Lupyan,
2008). Our results suggest that language may play a par-
ticularly important role in challenging object-scene binding
tasks.
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